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a b s t r a c t

Cyclic voltammetry (CV) and electrochemical impedance spectroscopy (EIS) are compared as techniques
for analyzing double layer capacitances of ionic liquids (ILs) at the surfaces of two carbon-based elec-
trodes. These systems are relevant for energy storage supercapacitors and often are associated with
unconventional electrochemical properties. Certain theoretical and experimental aspects of CV and EIS
necessary for quantitative evaluation of the capacitance characteristics of such systems are explored. The
eywords:
arbon nanotube
yclic voltammetry
ouble layer capacitance
lassy carbon

mpedance spectroscopy

experiments use 1-ethyl-3-methyl imidazolium ethylsulfate as a model IL electrolyte in combination with
a porous electrode of carbon nanotubes (CNTs). The results are compared with those obtained with a non-
porous glassy carbon (GC) electrode. The time is constant, and hence the power delivery characteristics of
the experimental cell are affected by the electrolyte resistance and residual faradaic reactions of the IL, as
well as by the spatially inhomogeneous electrode surfaces. It is shown that adequate characterization of
these IL–electrode systems can be achieved by combining CV with EIS. A phenomenological framework

tion i
onic liquid for utilizing this combina

. Introduction

Room temperature ionic liquid (IL) electrolytes and carbon
anotube (CNT) electrodes are promising components of electro-
hemical supercapacitors for renewable energy storage [1–4]. New
echnological developments involving these systems currently rely
n adequate characterization of the rather non-traditional elec-
rochemical properties of IL–CNT interfaces [5–8]. The techniques
f direct current (D.C.) cyclic voltammetry (CV) and alternating
urrent (A.C.) electrochemical impedance spectroscopy (EIS) are
ommonly used for such characterization studies [8]. However,
he traditional frameworks of these techniques often are not suffi-
ient to fully support quantitative analyses of experimental data
or these relatively complex systems. For instance, the classical
pproach to double layer capacitance measurements heavily cen-
ers on spatially homogeneous, ideally polarized electrode (IPE)
ystems that often are restricted to Hg electrodes of well-defined,

at and strictly nonfaradaic interfaces in aqueous electrolytes
8,10–15]. Frequently, these traditional formalisms of CV and EIS do
ot apply to IL–CNT systems that are associated with non-negligible
olution resistances, large interfacial capacitances, faradaic side
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reactions and highly inhomogeneous (porous) surface morpholo-
gies [8,10–15].

In a recent publication, we have discussed certain aspects of the
CV technique for studying capacitive behaviors of IL–CNT inter-
faces [8]. In the present work, we examine the utility of A.C. EIS for
such studies, and using an exemplary system, present a side-by-
side comparison of differential capacitance results obtained from
CV and EIS. A non-halide IL of 1-ethyl-3-methyl imidazolium ethyl-
sulfate ([EMIM]+[EtSO4]− or EMIM-EtSO4) is used for this purpose
in combination with a porous paper electrode of multiwall CNTs.
The results for the CNT electrode are benchmarked against those
obtained from a parallel set of measurements using a nonporous
glassy carbon (GC) electrode.

The experiments reported here show that both the CNT and
the GC electrodes in EMIM-EtSO4 deviate from the ideal behav-
ior of homogeneous IPEs, and that the analysis of CV and EIS data
for these systems requires a relatively more generalized formal-
ism. By using previously developed electrode equivalent circuit
(EEC) models [10,14], we briefly review the theoretical framework
necessary for such a formal approach. We also examine how the

results of CV and EIS for typical IL–carbon interfaces may depend
on the assumptions and simplifications incorporated in the models
typically employed to process the raw data. The double layer capac-
itances, as well as the polarization resistances of faradaic leakage
of the IL–electrode interfaces are compared using CV and EIS.
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Fig. 1. Circuit models of IL–electrode interfaces used to describe the D.C. (A and B)
and A.C. (C and D) electrochemical response characteristics of IL–electrode inter-
faces. (A) An EEC based on the assumptions of negligible faradic reactions (R � Ru)
and frequency dispersion (n = 1). (B) A more generalized version of (A) with the inclu-
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ion of a faradaic reaction resistance R. (C) Further generalization of EEC (B), where
dl is frequency-dispersed, detected as the CPE, Qdl, in EIS experiments. (D) Brug et
l.’s ladder-EEC model of a spatially inhomogeneous faradaically active electrode
nterface [14].

. Theoretical considerations

.1. Circuit models of ionic liquid interfaces at spatially
nhomogeneous electrodes

For energy storage applications, the operating voltages of
L–electrode interfaces are kept within the “electrochemical win-
ow” of the system, where faradaic currents due to self-discharge
f the double layer capacitor are minimal [3,5,16,17]. Ideally, vari-
tions in the double layer capacitance value (Cdl) of the system
hould also be small within this voltage range [1,4,18]. The CV and
IS characteristics of spatially homogeneous faradaically inactive
nterfaces often are described by the simple D.C. blocking EEC of
ig. 1A, where Ru denotes the uncompensated electrolyte resis-
ance. In this case, the capacitance charge–discharge current (ic)
s equal to the total current (i) through the interface, and RuCdl is a
haracteristic time constant (�0) that determines how fast Cdl can
e charged or discharged. This time constant dictates the power
elivery characteristics of the double layer capacitor cell [19]. If
he working electrode is flat and homogeneous, but associated with
aradaic side reactions, the EEC of Fig. 1B can be used with the inclu-
ion of a polarization (or charge transfer) resistance (R) in parallel
ith Cdl [20].

For rough and/or porous inhomogeneous electrodes, the
requency-dispersed capacitance Cdl typically takes the form of

constant phase element (CPE) Qdl [11–15] in EIS, as shown in
ig. 1C. The current through the CPE is denoted as iQ. IL double layers
ormed at the surfaces of carbon-based electrodes often match this
ircuit model of Fig. 1C [21,22], owing to the intrinsically inhomo-
eneous large areas of the porous electrodes used in such devices.
he polarization resistance in these cases can arise from faradaically
ctive impurities in the system [8,12].

The complex admittance Y(Qdl) and impedance Z(Qdl) of the CPE
n Fig. 1C are expressed as [15,18]
(Qdl) = [Z(Qdl)]
−1 = Y0(jω)n, (1)

here Y0 is real and represents the frequency-independent part of
(Qdl); j = √−1; ω is the angular frequency of A.C. perturbation;
1 (2010) 1045–1055

n is a measure of electrode-surface roughness/in-homogeneity
[11–14,23,24]; 0 ≤ n ≤ 1. For n = 1, Y0 acquires the unit of capaci-
tance, leading to the identity, Y0 = Cdl. If the electrode surface is
inhomogeneous/rough but lacks faradaic activity, the polarization
resistance can be neglected (left as an open branch) in Fig. 1C and
the D.C. form of the resulting circuit would be the same as Fig. 1A.
According to previous findings, the D.C. CV characteristics of the
CNT-[EMIM-EtSO4] interface can be satisfactorily described using
the model shown in Fig. 1B, and Cdl can be determined from the CV
data using this EEC [8]. Later in the present report, we show that CV
of GC-[EMIM-EtSO4] also follows the description of Fig. 1B, and that
the EIS responses of both CNT and GC in EMIM-EtSO4 correspond to
the model in Fig. 1C. Thus, to obtain Cdl from EIS for these systems,
we focus on the EEC in Fig. 1C [8,12,21,22].

The elements Y0, Ru and R can be determined by fitting exper-
imental EIS data to calculated impedance spectra for Fig. 1C using
the complex nonlinear least square (CNLS) method [10]. Such a
CNLS-analyzed EEC represents a site-averaged overall response of
the electrode surface, where site-specific capacitance contributions
of the inhomogeneous surface are lumped together (along with Ru

and R) in Y0 [12]. In other words, Cdl as well as both Ru and R are
thus included in Y0 [14,15] and as a result, CNLS calculations alone
do not generally provide the value of Cdl in terms of Y0.

To establish the relationship between Y0 and Cdl (as well as Ru

and R), it is necessary to “expand” the effective single-loop EEC of
Fig. 1C, where the site-specific capacitance contributions can be
explicitly included. Several transmission line models with varying
levels of complexity have been proposed for this purpose [10], and
a simple one due to Brug et al. [14] is shown here in Fig. 1D. In
this un-branched ladder-EEC model, the impedance contribution of
each electrochemically active surface site is described in terms of a
sub-circuit having the basic form of Fig. 1B. A parallel combination
of all the sub-circuits (assumed to be infinite in number) describ-
ing the full electrode surface is taken as the overall EEC in Fig. 1C. It
is assumed that only the capacitance contribution of the electrode
varies from site to site, with Ru and R having their same respective
values across the electrode surface. This model has been considered
in previous reports [15,25] and will be reviewed as well as uti-
lized in the present work to illustrate the practical considerations
relevant for EIS-based measurements of Cdl involving IL–electrode
interfaces.

2.2. Considerations for D.C. cyclic voltammetry of CNT and GC
electrodes in ionic liquid electrolytes

The D.C. current–voltage characteristics of the EEC of Fig. 1B
have been discussed in Ref. [8], and the main equations are sum-
marized below. In the mid-region of the electrochemical voltage
window, the D.C. current (i) of CV has the form,

i = ir ± vdcC ′
dl, (2)

where vdcC ′
dl = ic, and vdc is the voltage scan speed; vdc = (dE/dt),

with E denoting the applied D.C. voltage; C ′
dl is a scaled capacitance;

C ′
dl = (Rt/Ru)Cdl, and Rt = (RuR)/(Ru + R). The time constant (�0 =

RuCdl) of the nonfaradaic electrode takes a new value, � ′
0, due to

faradaic effects represented by R:

� ′
0 = RtCdl = RuC ′

dl = �0(�−1), (3)

where � = 1 + (RuR−1). If R >> Ru (predominantly nonfaradaic
case), R ≈ Ru then, and � ′

0 ≈ �0.
Usually, Ru and R are independent of vdc and both R and ir are
functions of E. If ir is affected by diffusion limited reactions, this
current should be proportional to

√
vdc [8,10]. On the other hand,

if ir is kinetically controlled and not significantly affected by inter-
mediate adsorbates, it should be independent of vdc in CV. In the
latter case, according to Eq. (2), i varies linearly with vdc, yielding
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lopes and intercepts given by C ′
dl and ir, respectively. If faradaic

eactions are absent, then Fig. 1B simplifies to Fig. 1A, with R → ∞
nd ir → 0, so that i ≈ ic, and Eq. (2) then takes the simple form,

dl ≈ i(vdc)−1, (4)

ith Rt ≈ Ru and C ′
dl ≈ Cdl. In this special case, Eq. (4) provides a

elatively simple method of determining Cdl directly from the CV
ata [26,27]. The validity of this approach for a given system can be
hecked by checking (i) if the experimental i − vdc graphs are linear,
nd (ii) if the intercepts of the linear plots on the current-axis are
ero [8].

.3. Determination of polarization resistance and double layer
apacitance using CV

At voltages near the open circuit potential (OCP), ir contains both
nodic (ira) and cathodic (irc) contributions: i = ira + irc, where irc is
egative. The polarization resistances associated with these indi-
idual currents are given as Ra = (∂ira/∂E)−1 and Rc = (∂irc/∂E)−1.
hus, although EIS does not directly show the composition of
he net polarization resistance, the latter (defined as R = (∂i/∂E)−1)
ffectively is a parallel combination of Ra and Rc: (1/R) = (1/Ra) +
1/Rc) [8]. For E ≈ OCP, one has |ira| ≈ |irc|, so that Ra ≈ Rc, and then
simply represents an average of the anodic and cathodic polariza-

ion resistances. At large positive overpotentials irc is suppressed,
esulting in very large values of Rc, so that R(E >> OCP) ≈ Ra. Sim-
larly, at large negative overpotentials, R(E << OCP) ≈ Rc.

If Eq. (3) is operative instead of Eq. (4), then only the scaled
apacitance C ′

dl is directly obtainable from CV [8]. Conversion of C ′
dl

o Cdl requires evaluation of both R and Ru, and as discussed above,
can be determined using CV. However, measurement of Ru for

Ls using CV [25] may not always be straightforward, especially
f the kinetic equations of aqueous electrochemistry used for such
nalyses do not adequately apply to IL electrolytes [6]. On the other
and, EIS offers a direct and simple method of measuring Ru, which
an be combined with D.C. CV to determine Cdl from C ′

dl [28,29].

.4. Considerations for A.C. impedance spectroscopy of CNT and
C electrodes in ionic liquid electrolytes

A key element of EIS experiments involving IL–carbon systems
s the functional form of Y0 in terms of Ru, R and Cdl, and Brug et al.’s
adder-EEC model [14], shown here in Fig. 1D, addresses this sub-
ect. However, this model is based on certain assumptions that are
entral to understanding both the general aspects and the limita-
ions of conventional EIS-based measurements of Cdl for spatially
nhomogeneous and faradaically active interfaces. Therefore, it is
ecessary to examine the underlying assumptions of the ladder
odel, as they provide the guidelines to determine the suitabil-

ty of the experimental systems to be associated with this specific
odel. To do this, using Fig. 1D, we briefly review below the main

teps of Brug et al.’s calculations, and note the system-requirements
s specified in the ladder-EEC model.

The net admittance (Ys) and the impedance (Zs) of a given site-
pecific EEC sub-unit in Fig. 1D can be written as Zs = (Ys)

−1 = Ru +
(YsE)−1. The last expression is equivalent to writing

s = 1
Ru

(
1 − 1

1 + RuYsE

)
, (5)

here YsE is the effective admittance of the parallel combination of
s and Rs at the surface site considered:
sE = (Rs)
−1 + jωCs. (6)

The parameter s can be continuously varied from −∞ to +∞
o include capacitance contributions of all surface sites. In addi-
ion to having its un-branched form, the simple ladder model also
 (2010) 1045–1055 1047

assumes negligible effects of diffusion. Thus, no diffusion elements
are incorporated in Fig. 1D. Another assumption of this approach is
that the resistance is same for all sites (Rs ≡ R), and that only Cs is
site-dependent, having the form: Cs = Cav

dl exp (s). This Cav
dl is a site-

averaged net double layer capacitance resulting from the combined
contributions of all surface sites. According to this formulation [14],
�s = RuCs, or,

�s = �0[exp (s)] = (� ′
0)� · exp (s), (7)

where �s represents a surface site-dependent time constant under
nonfaradaic conditions (R � Ru). The term � ′

0 has the same form
of Eq. (3), but in the context of EIS for distributed capacitance, we
denote �0 of this equation slightly differently by writing �0 = RuCav

dl .
Eqs. (6) and (7) can be combined as: RuYsE = RuR−1 + jω�s. Incorpo-
ration of the last expression in Eq. (5) gives:

Ys = 1
Ru

[
1 − 1

�{1 + jω� ′
0 exp (s)}

]
. (8)

Using Eq. (8), the site-averaged overall impedance (Y) of the
electrode surface is written as

Y =
∞∫

−∞

YsF(s)ds, (9)

where F(s) is a normalized distribution function.
The next assumption, necessary for further simplification of Eq.

(9) in the ladder-EEC approach, involves adapting the following
form of F(s) [14]:

F(s) = (�−1)[sin (1 − n)�]
exp (ns) + exp (−ns) − 2 cos [(1 − n)�]

. (10)

By using Eqs. (9) and (10) in Eq. (8), and integrating the resulting
expression [14],

Y = 1
Ru

[
1 − 1

� + (jωRuCav
dl )n(�)1−n

]
. (11)

The capacitance Cav
dl is explicitly contained in Eq. (11).

In CNLS analysis of experimental EIS data, the distributed A.C.
response of the EEC of Fig. 1D would be detected as a single-loop
effective EEC as shown in Fig. 1C. According to Eq. (1), the total
admittance (Y) of this EEC has the form:

Y = 1
Ru

[
1 − 1

� + Y0Ru(jω)n

]
(12)

A comparison of Eqs. (11) and (12) shows how the composite
parameter Y0 is related to Cav

dl , Ru and R [19]:

Y0 =
(

�0

Ru

)n( 1
Ru

+ 1
R

)1−n

= (Cav
dl )n

(Rt)
1−n

. (13)

The term Cav
dl in Eq. (13) for A.C. EIS is equivalent to Cdl considered

in Eqs. (2)–(4) for D.C. CV. Experimentally, however, depending
on the system studied, the D.C.- and A.C.-measured values of this
capacitance could be somewhat differently affected by the differ-
ent measurement conditions of the two techniques [11,13,30–32].
For instance, time-domain response of the CPE [32,33], possibly
activated at large values of vdc, could affect CV based evaluation
of Cdl (via the measurement of i) to a different extent in compari-
son with the corresponding frequency-domain effects of EIS on Cav

dl

[31–33]. The relative effects of these different measurement condi-
tions would be determined by the detailed control variables used in
the D.C. and the A.C. experiments [13,23]. To probe the presence of
these differences between CV- and EIS-measured capacitances, we
have introduced here two different notations for this parameter.
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From the foregoing discussion, we summarize the follow-
ng necessary features of the experimental systems that can be
escribed using Eq (13): (i) the distributed impedance network of
he interface is un-branched; (ii) the faradaic charge transfer step is
low (no diffusion effects) and uniform (same value of R) across all
ites; (iii) Ru is site independent; (iv) the double layer capacitance
s site-dependent, and can be described according to Eq. (7); (v)
verall site-distribution of the interfacial admittance follows the
henomenological Eq. (10).

Several authors including Brug et al. [14] and others [10,15]
ave suggested various methods to generalize the basic ladder-
EC model, which could eliminate the need for adapting some
f the aforementioned assumptions. However, to our knowledge,
uch generalized treatments have not been widely explored to
tudy double layer capacitances of IL–carbon systems using the EIS
pproach. The simple un-branched ladder model, which leads to
q. (13), is frequently cited in the literature, and will also be used
ere to examine how EIS results for double layer capacitances of
he IL–CNT and IL–GC interfaces compare with the corresponding
ndings of CV.

.5. Determination of polarization resistance and double layer
apacitance using EIS

CNLS-calculated fits to experimental EIS data would provide the
alue of R, Y0, n, and Ru considered in Fig. 1C. This would lead to the
valuation of Cav

dl from Eq. (13):

av
dl = [y0(Rt)

1−n]
1/n

. (14)

Eq. (14) implies the identity, Cav
dl = Y0, only empirically for

.98 ≤ n ≤ 1 [11]. In addition to the EIS method discussed above,
ingle-frequency impedance techniques have also been used
o measure double layer capacitances of IL–electrode systems
34–36]. To illustrate the essential elements of this latter approach,
e consider the circuit impedance (Z) in Fig. 1C:

= Ru + R

1 + Y0R(jω)n , (15)

here (j)n = [cos (n�/2) + j sin(n�/2)] according to De-Moivre’s
heorem. Evaluating the imaginary component (Z′′) of this Z, one
btains:

1
ωZ ′′ =

Y0ωn−1

sin (n�/2)
+ 2

ωR
cot (n�/2) + 1

R2Y0ω1+n sin (n�/2)
(16)

If the working electrode interface is strictly nonfaradaic (R → ∞)
nd spatially homogeneous (n = 1), then Y0 ≡ Cav

dl and Eq. (16) sim-
lifies to [28,34–36]:

av
dl ≈ −(ωZ ′′)−1 (17)

The applicability of Eq. (17) to the presently used experimental
ystems will be tested here.

. Experimental details

The surface of the flat GC electrode (BASi model MF-2012,
.0 mm diameter) was polished on a Buehler Microcloth® using
paste of 0.05 �m alumina powder and triply distilled water [8].

he CNT electrode was assembled using multiwall (MW) CNT paper
obtained from Nanolab), affixed to a Teflon holder with electri-
al connection provided by Ag paste and a Cu current collector.

EM images of the MWCNT film provided by the manufacturer
howed about 100 �m thick and 50% dense free-standing CNTs of
pproximately 40 nm average diameter. The CNT electrode con-
ained 95.93% C, and its most predominant impurity was Fe (1.65%).
or each working electrode, an active (geometric) surface area of
1 (2010) 1045–1055

0.07 cm2 was exposed to the experimental IL. Before each experi-
ment, the thoroughly acetone-cleaned (and sonicated) electrodes
were dried under an Ar stream, and the CNT sample was addition-
ally dried overnight in a vacuum oven at 100 ◦C [37]. Both the GC
and the CNT electrodes were soaked for ≥1 h in the IL electrolyte
prior to all experiments, while the OCP of the system was allowed
to stabilize.

EMIM-EtSO4 (C8H16N2O4S), obtained from Solvent Innovation
was used without further purification. The IL was kept in a vac-
uum oven at 80 ◦C temperature and −30 mm Hg pressure for 24 h
and was bubbled with ultrahigh purity Ar for 1 h before using in
electrochemical experiments. The experimental cell was controlled
with a Solartron 1287A potentiostat/galvanostat, coupled with a
model 1252A frequency response analyzer. All experiments were
performed at room temperature. The electrochemical cell used for
D.C. voltammetry in Ref. [8] was also used for both D.C. and A.C.
measurements in the present work to facilitate proper comparison
of results from the two sets of studies. This air-tight, small-volume
(0.5 ml) glass cell, constructed in the authors’ laboratory, used a
three-electrode arrangement with a silver wire (2 mm diameter)
quasi reference electrode (QRE), and a Pt wire (1 mm diameter)
counter electrode coil [8,12,37]. The Ag-QRE helped to avoid unde-
sirable effects of electrolyte contamination and liquid junction
potentials [38–41], and its use here was necessitated also by the
miniaturized configuration of the experimental cell used [37,42].
This also provided an adequate framework to keep the recorded
data, for comparisons as necessary, in the category of the rather
vast body of electrochemical results for IL systems reported in the
literature using Ag-QREs [40–52]. However, depending on the types
and amounts of electro-active species present in the experimental
IL, Ag-QREs could sometimes cause drifts in measured potentials
[38,39]. Due to this reason, the stability and reproducibility of the
voltages measured in this work were checked in separate experi-
ments as noted below.

The Ag-QRE was used as a working electrode in a larger (50 ml)
cell, where the open circuit potential (OCP) of this electrode was
measured in the experimental IL using a Pt wire QRE, as well as an
Ag/Ag+ reference as described in Ref. [39]. After its initial settle-
ment, the OCP value was repeatable and stable over the time scale
of all measurements reported here. In another trial, the Ag wire
was placed in a glass frit separator, but no significant changes were
observed in the measured potentials. This indicated the absence
of potential-altering electro-active species in the system [53]. The
thorough Ar-purge of the IL mentioned above also helped to sup-
press oxide formation on the Ag wire, and contributed further to
stabilizing the surface potential of the QRE [8,12].

CV data were collected in the true-analog ramp mode at
different voltage scan rates after the OCP was stabilized. Electro-
chemical windows and sub-windows of the IL–electrode systems
were determined using systematic procedure described elsewhere
[12]. Experimental (ir–E) plots were numerically differentiated to
determine R from CV. EIS was performed with A.C. perturbation
spectra of sine waves having 15 mV amplitude and frequencies in
the ranges, 0.01 Hz to 100 kHz, with twenty data points within
each logarithmically selected frequency decade of A.C. frequen-
cies. Typically, seven decades of A.C. frequencies were used for
EIS, and the recorded spectra were validated through standard
Kramers–Kronig (K-K) transform procedures [15]. The K-K analysis
ensured the applicability of steady state conditions, reconfirming
the absence of any significant effects of possible potential drifts dur-
ing EIS measurements. In addition, the voltage-dependent EIS data
recorded within the electrochemical sub-window were consistent

with respect to repeated measurements. ZSimpWinTM was used for
CNLS processing of experimental EIS data to obtain EEC models of
the electrode-IL interfaces, and the modulus weighting factor was
utilized in this step. The parameters selected for recording and ana-
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Fig. 2. D.C. CV data for CNT (A and C) and GC (B and D) electrodes, recorded in EMIM-
EtSO4 using 200 mV s−1 voltage scans in the direction shown by the arrows. (A) and
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B) show the full electrochemical windows of CNT and GC, respectively, where the
orresponding sub-window regions are indicated by dotted vertical lines. (C) and
D) show voltammograms recorded within these sub-windows. The currents are
ormalized with respect to the geometric (apparent) surface areas of the electrodes.

yzing the EIS data were optimized through multiple trials to ensure
ccurate and reproducible results. Trial EECs, based on previously
eported studies of similar systems [8,12,21,22] were employed for
hese calculations, and only those models yielding ≤5% uncertain-
ies in the values of all the circuit elements were accepted. The
EC of Fig. 1C provided satisfactory fits to all the Nyquist spectra
ecorded for this work. Y0, n, Ru and R, obtained from these fits were
sed to determine Cav

dl .

. Results and discussion

.1. Electrochemical windows and sub-windows of EMIM-EtSO4
t the surfaces of CNT and GC electrodes

Cyclic voltammograms indicating the full electrochemical win-
ows of the CNT and GC electrodes in EMIM-EtSO4 are shown in
ig. 2A and B, respectively. The GC surface exhibits distinct faradaic
ctivity at E>2.6 V due to oxidation of [EtSO4]−, and at E<−2.2 V
ue to reduction of [EMIM]+ [22,54]. The voltage region between
2.2 and 2.6 V represents the main electrochemical window for GC,
here |i|<2.5 mA cm−2. The width of this primary voltage window

or CNT (from −2.2 to 2.6 V) is comparable to that of GC, but the
aradaic features of the currents for CNT are heavily masked by the
ather large double layer current of this system. Although the same
eometric surface area is utilized for both electrodes, the actual
ctive area of the porous CNT surface is substantially larger than
hat of the flat GC sample. Thus according to Eq. (2), the larger ic for

NT is a manifestation of the relatively larger Cdl of this electrode.

The electrochemical windows reported here were stable with
espect to repeated measurements. Thus, as noted in Section 3, and
onsistent with previously reported studies [40–44], incorporation
f the Ag-QRE in these measurements did not exhibit any significant
Fig. 3. (A) Cyclic voltammograms for a GC electrode collected at different voltage
scan rates (vdc = 1–50 mV s−1) in EMIM-EtSO4 within the electrochemical sub-
window of the system. (B) Voltammograms scaled with respect to vdc as a scaling
parameter according to Eq. (4).

effects on the potential stability of the system. The potential at the
Ag wire QREs is often governed by the solubility and the amount
of Ag-complexes present at the surface of the wire [55]. Transient
changes in the amount of these Ag-surface species can contribute to
potential drifts, and ILs containing Br− and/or I− (capable of forming
AgBr and AgI complexes onto the Ag-QRE, respectively) appear to
be particularly responsive to such effects [55,45]. The Br− and I−

contents of the IL used in this work were undetectable, with its
F− and Cl− concentrations at 117 and 404 ppm, respectively [56].
Most probably, the surface chemistry of the Ag-QRE in this case was
governed primarily by the Cl− present in the IL electrolyte, and the
concentration of these anions was adequate to prevent potential
drifts associated with time dependent depletion of soluble species
at the QRE surface [55].

The voltage regions closest to the zero-current-axis, bounded by
the vertical dotted lines in Fig. 2A and B, represent the electrochem-
ical “sub-windows” where |i| <5 �A cm−2, and |i|<20 �A cm−2, for
CNT and GC, respectively. Voltammograms recorded for CNT and
GC within these later voltage regions are shown in Fig. 2C and D,
respectively. As demonstrated elsewhere [8,12], electrochemical
measurements, including those of EIS performed within these sub-
windows (−0.7 to 0.6 V for CNT and −0.2 to 0.5 V for GC), are least
affected by faradaic oxidation/reduction of the IL ions. Our present
study also focuses on the voltage regions of the electrochemical
sub-window shown in Fig. 2.

4.2. Sweep rate dependent cyclic voltammetry and separation of

faradaic currents from voltammograms

Fig. 3A shows D.C. voltammograms for a GC electrode, collected
at different values of vdc in EMIM-EtSO4. The shapes of the voltam-
mograms are similar to those previously reported by other authors
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Fig. 4. Electrode currents for GC, recorded using (A) anodic and (B) cathodic CV scans
at different values of vdc between 1 and 50 mV s−1. Each plot represents a separate
value of E, indicated by different symbols, and the straight lines are fits to the data
using Eq. (2). E = 0.45, 0.35, 0.25, 0.15, 0.05, −0.05 and −0.15 V, for the data denoted
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Fig. 5. Tafel-like behaviors of faradaic reaction currents, ir, for (A) CNT and (B) GC
electrodes, measured in a solvent-free electrolyte of EMIM-EtSO4. The symbols rep-

Nevertheless, the features of ir observed in Fig. 5A at −0.4 V (for
anodic scan in plot (a)) and at 0.4 V (for cathodic scan in plot
y the squares, circles, triangles, inverted triangles, diamonds, stars and crosses,
espectively.

or carbon-based electrodes in different IL electrolytes [57–59]. As
he scan speeds are increased, both the anodic and the cathodic cur-
ents increase. This observation follows the description of Eq. (2)
nd implies that the net electrode currents activated by CV are due
rimarily to charge–discharge of the double layer capacitance (i ≈ ic

n Fig. 1B). The plots in Fig. 3B show scaled versions of the data from
ig. 3A using Eq. (4). As vdc is decreased from 50 to 10 mV s−1, start-
ng from the innermost to the sequentially outlying plots in Fig. 3B,
he voltammograms gradually expand on both sides of the zero-
urrent-axis. Further reduction of vdc by a full order of magnitude,
o 1 mV s−1, significantly enhances this effect as seen in the drastic
xpansion of the outermost plot in Fig. 3B. This demonstrates that
he right hand side of Eq. (4) does not represent Cdl in the present
ase, because this capacitance should be independent of the value
f vdc. Results quite similar to those shown here in Fig. 3 were also
btained for the CNT electrode, and have been reported previously
8].

Fig. 4 shows plots of E and vdc dependent electrode currents for
he GC electrode activated by (A) positive and (B) negative voltage
weeps of CV. The data points, indicated by different symbols for
ifferent values of E, were compiled from Fig. 3A. The lines in Fig. 4
how fits to the data using Eq. (2). The coefficients of determination
or all these fits are >0.99, showing close agreement of experimental
esults with the description of Eq. (2) and Fig. 1C [11]. In particu-
ar, the voltage-dependent nonzero plot-intercepts observed on the
urrent-axis of Fig. 4 corroborate the presence of faradaic currents

ir). A similar analysis has been performed for the CNT electrode in
MIM-EtSO4, and the corresponding results, published previously,
lso emerged in full agreement with Eq. (2).
resent experimental data, taken from current-axis intercepts of i vs. vdc plots as those
shown in Fig. 4. The lines indicate the general trends of the data. In each panel, plots
(a) and (b) (squares and circles, respectively) correspond to data recorded using
anodic and cathodic CV scans, respectively.

The possible origins of the faradaic currents detected for the CNT
electrode in EMIM-EtSO4 have previously been discussed in detail
[8]. In brief, these currents arise mostly from inherent impurities
of the IL and the CNT, and contain both anodic (ira) and cathodic
(irc) components as noted in Section 2.3 of this report [46,47]. The
underlying anodic fardaic reactions of ira may include oxidation of
Fe impurities of CNT by H2O impurities in the IL as well as oxidation
of –COOH groups on the CNT walls. Likewise, the cathodic reactions
on CNT may include reduction of functional ketone groups [8]. The
GC electrode also contains surface species similar to those formed
on CNT [60,61]. Electro-oxidation and -reduction of these reactive
surface species under voltage activation of the GC electrode are
likely candidates for the faradaic currents (Y-axis intercepts) found
here in Fig. 4.

Since ir emerges here from a linear dependence of i on vdc (that
is, i not being proportional to

√
vdc), this reaction current is not

diffusion controlled [62]. To check the voltage dependence of this
kinetically controlled ir, we plot log |ir| against E for the CNT and
the GC electrodes in Fig. 5A and B, respectively. The symbols in
these plots are data points and the lines are included to guide
the eye. The plots for GC in Fig. 5B show strong Tafel-like char-
acteristics that are signature attributes of Butler–Volmer kinetics
[62]. This Tafel behavior of ir is relatively less prominent in Fig. 5B
due to multiple voltage-dependent current features observed there.
(b)) are typical of surface passivation reactions in the description
of Butler–Volmer kinetics [63]. The increases in ir with increas-
ing voltages at 0.3 V (for anodic scan in plot (a)) and at 0.5 V (for
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Fig. 6. Elucidatory Nyquist plots for (A) CNT and (B) GC electrodes in EMIM-EtSO4.
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athodic scan in plot (b)) can be attributed to voltage induced
reakdown of surface passivation films formed at lower voltages
63]. These passivation/de-passivation currents in Fig. 5B most
ikely are associated with the formation and subsequent collapse
f site-blocking Fe(OH)2 films. These passive films can appear due
o anodic reactions between the Fe impurities of CNT and residual
races of water in the IL: Fe + 2H2O = Fe(OH)2 + 2H+ + 2e− [8].

Thus, the CNT and GC electrodes in EMIM-EtSO4 seem to sup-
ort faradaic side reactions that are characterized by Butler–Volmer
inetics. These observations are consistent with those of Taylor
t al. who recently reported evidence for Butler–Volmer features
f heterogeneous electron transfer at an IL–Pt interface [64]. The
oltages corresponding to the horizontal arrows in Fig. 5, where
he main cathodic and anodic current branches meet, can be taken
s equilibrium- or corrosion-potentials [63] of the systems stud-
ed. For both electrodes, this potential shifts to higher voltages in
oing from the anodic to the cathodic scan. This effect is typical of
eactions generating surface-blocking species during voltage scans
12,67], and is frequently observed in CV studies of metal elec-
rodes in aqueous electrolytes [65,66]. Furthermore, time-domain
esponse of the distributed double layer capacitance can cause a
easurable hysteresis between the anodic and cathodic currents

n CV as voltage scan speeds are increased [32,33]. This also can
ntroduce different voltage dependencies in the faradaic currents
enerated with positive and negative voltage sweeps, as exhibited
y the mutually displaced positions of plots (a) and (b) in both
anels of Fig. 5.

.3. Electrochemical impedance results for CNT and GC electrodes
n [EMIM-EtSO4]

Impedance spectra for the CNT and GC electrodes were collected
t several D.C. bias voltages within the respective electrochemical
ub-windows of these electrodes. Sample Nyquist plots from these
IS experiments are shown in Fig. 6, where Z′ and Z′′ are the real and
maginary parts of Z, respectively. The lines represent CNLS fits to
xperimental data (symbols) using the EEC of Fig. 1C. Attempts of
tting the data using Fig. 1A resulted in large errors in the calculated

mpedance elements, confirming that the assumption of a simple
PE was inapplicable to the presently used IL–electrode interfaces.

The values of Z′ and Z′ ′ for GC (in Fig. 6B) are larger than those of
NT (in Fig. 6A), consistent with the relatively lower D.C. currents
bserved for GC in Fig. 2. Although the GC electrode is substan-
ially more flat compared to the CNT electrode, the microscopic
urface in-homogeneity of the former [60] still is manifested in
ts CPE behavior observed here (Fig. 1C). The plot-intercepts on
he high-frequency end of the Z′ axis in Fig. 6 correspond to Ru,
hich essentially is voltage independent, with average values of

9.0 and 13.5 � cm2 for the CNT and GC electrodes, respectively. All
mpedance parameters were normalized with respect to the geo-

etric apparent electrode areas and the relatively larger electrolyte
esistance found for the CNT system was a result of the considerably
arger actual area of its porous surface.

Fig. 7 shows voltage sensitive variations of the CPE parameters
a) n and (b) Y0, obtained from CNLS fits to experimental Nyquist
lots for the (A) CNT and (B) GC electrodes. The inequality, n≥0.98, is
ometimes used as an empirical condition necessary to reasonably
pproximate a CPE as a capacitance [11]. For the CNT electrode, the
alues of n fall below this critical value throughout the experimen-
al voltage range. Therefore, even from empirical considerations,
0 for CNT cannot be characterized here as a double layer capac-
tance. For the GC electrode also, the observed values of n mostly
re below 0.98, implying that Y0 in Fig. 7B cannot be approximated
s the double layer capacitance [11–13]. The observed voltage-
ependent variations of n are caused by corresponding changes

n electrode surface morphologies [10,24]. For GC, these changes
The insets show magnified views of the low-frequency regions of the Nyquist spec-
tra. The different symbols correspond to experimental data recorded at different
D.C. voltages as noted in the insets. The lines represent CNLS fits to the data using
the circuit model shown in Fig. 1C.

are relatively more gradual, consistent with the rather clearly pro-
nounced Butler-Volmer kinetics found for this electrode in Fig. 5A.
On the other hand, the passivation features of CNT noted in Fig. 5B
complicate the detailed voltage-dependent surface structure of this
electrode. The observed voltage dependencies of Y0 in Fig. 7 are
caused by those of its constituent parameter(s) R (and possibly Cav

dl )
[14].

According to Eq. (15), Z′′ initially increases with decreasing val-
ues of ω, and after reaching a maximum value, returns to zero as
ω → 0 when Z becomes real and equal to (Ru + R) [10,14]. The insets
in Fig. 6 show how the lower-frequency regions of the Nyquist plots
tend to separate as the regions of maximum Z′′ are approached.
These plots indicate that the maximum of Z′′ has not been reached
within the low-frequency limit used for EIS. This is expected when-
ever the polarization resistance is very large [10,59], and as shown
below the presently used systems are indeed associated with such
large values of R.
4.4. Polarization resistances obtained using CV and EIS techniques

Voltage-dependent polarization resistances for the (A) CNT and
(B) GC electrodes, obtained from (a) CV and (b) EIS measurements
are compared in Fig. 8. To get R from CV, both the anodic and
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ig. 7. D.C. voltage-dependent variations of the CPE parameters n (plots (a), right
ertical axis) and Y0 (plots (b), left vertical axis) obtained from CNLS analyses of
xperimental Nyquist plots for (A) CNT and (B) GC electrodes recorded in EMIM-
tSO4. The lines through the data points represent the overall trend of the data.

he cathodic sides of ir vs. E were numerically differentiated to
btain |∂ir/dE|−1. For each electrode, the resulting data points in the
nodic branch lying above the equilibrium potential were taken as
he anodic component, Ra, of the polarization resistance. Similarly,
he |∂ir/dE|−1 data-segment from the cathodic branch lying below
he corresponding equilibrium potential was taken as the cathodic
olarization resistance Rc. Plots (a) in Fig. 8 represent the net polar-

zation resistance, R = [(1/Ra) + (1/Rc)]−1, evaluated from these CV
ata. Plots (b) in Fig. 8 show R obtained directly from CNLS-analyzed
IS data.

For both electrodes considered in Fig. 8, the general voltage-
ependent features of R are comparable between the CV and EIS
esults. Usually, R increases with reduced electrode reactivity at
oltages corresponding to D.C. equilibrium and surface passivation
50,52,53]. For GC in Fig. 8B, a broader peak-like feature of R is
bserved between 0.1 and 0.2 V of both plots (a) and (b). This region
orresponds to the average of the D.C. equilibrium potentials indi-
ated by plots (a) and (b) in Fig. 5. For CNT, R in Fig. 8A has two
elatively wide peaks around 0.1 and −0.4 V, and these voltages are
ssociated with the equilibrium and passivation conditions for this
lectrode as indicated by plots (b) and (a) in Fig. 5A, respectively.

Despite the overall similarities found between the CV and EIS
ata in Fig. 8, the detailed voltage controlled values of R are notice-
bly different between the two sets of measurements. To a large
xtent, these differences can be attributed to different levels of
urface reactivity supported by the measurement conditions of the
wo techniques [66]. The control variables used in CV and EIS can

lso affect the measurement of R [10,30,31,67] and these effects are
articularly strong in EIS sampling of systems exhibiting CPE char-
cteristics. As pointed out by Zoltowski, for CPE systems containing
nite polarization resistances, the measured EEC elements can be
ensitive to a number of factors including the A.C. frequency range
Fig. 8. Polarization resistances R, measured with CV (plots (a)) and EIS (plots (b))
for CNT (panel A) and GC (panel B) electrodes in EMIM-EtSO4. The symbols are
experimental data, and the lines indicate the overall voltage-dependent inclinations
of the data.

applied, number of data points recorded per frequency decade, and
the weighting scheme used for CNLS calculations [13]. The systems
studied here fall under this category. Another relevant point to
be noted here is that, voltage dependence of R is not specifically
accounted for in the derivation of Eq. (8). Since this equation forms
the basis for measuring R (as a function of E) using EIS, it is diffi-
cult to quantitatively compare the CV- and EIS-based R–E profiles
obtained in the phenomenological approach using Fig. 1B and C.

The arc-like graphs of Fig. 6 would eventually become a com-
plete loop as ω → ∞ when Z′ → (Ru + R) and Z′′ → 0 at [10]. On
the Nyquist graph, this point of coordinate (Ru+R,0) resides far to
the right of the highest value of Z′ monitored at the lowest fre-
quencies used here, as indicated by the low-frequency ends of the
Nyquist plots pointing away from the Z′ axis in Fig. 6. Plot (b) in
Fig. 8 represents CNLS-calculated values of R corresponding to these
extrapolated coordinates (Ru + Ru,0) on the experimental Nyquist
plots. Thus, all the values of R in Fig. 8 are considerably larger than
the maximum Z′ values measured in the Nyquist plots for the cor-
responding systems in Fig. 6. These large polarization resistances
indicate that their associated faradaic reactions are weak, but still
are readily detectable in EIS.

4.5. Double layer capacitances obtained using CV and EIS
techniques

Fig. 9 shows (a) Cdl and (b) Cav
dl , determined using CV and EIS,

respectively, for the (A) CNT (B) GC electrodes in EMIM-EtSO4. In
the case of CV, the scaled capacitance C ′

dl was determined for both
anodic and cathodic voltage scans in terms of the slopes of lin-
ear (i − vdc) plots like those shown in Fig. 4 here and in Fig. 5 of

Ref. [8]. Values of R measured using CV (plots (a) and (b) of Fig. 7)
and those of Ru determined using EIS were utilized to calculate Cdl
from C ′

dl. Results obtained in this way from anodic and cathodic CV
scans were averaged to arrive at the final plots (a) shown in Fig. 9.
The graphs of Cav

dl in Fig. 9 were obtained by combining the EIS-



J.P. Zheng et al. / Talanta 81 (2010) 1045–1055 1053

F
(
E
a

m
(
o
n
d
a
c
w

a
e
a
f
t
s
i
b
t
o

o
r
i
u
c
a
m
t
t
t
u
t
d
t
d

−1
ig. 9. Voltage-dependent double layer capacitance values, determined using CV
Cdl in plots (a)) and EIS (Cav

dl
in plots (b)) for (A) CNT and (B) GC electrodes in

MIM-EtSO4. The CV data represent average of Cdl values obtained using positive
nd negative voltage scans.

easured values of Y0 (Fig. 7), R (plots (b) in Fig. 8) and Ru in Eq.
14). The capacitance values for CNT came out at least two orders
f magnitude larger than those of GC, indicating the highly porous
ature of the former electrode [3–5]. Fig. 9 also suggests that the
ouble layer capacitances of the IL–carbon interfaces studied here
re relatively insensitive to voltage variations within the electro-
hemical sub-windows used. This observation is in full agreement
ith previously reported results for similar systems [4,59,68].

In Fig. 9A, the overall values of Cdl and Cav
dl are comparable,

lthough the detailed voltage dependencies of the two param-
ters are somewhat different. These latter differences could be
ssociated with the different response characteristics of Qdl to the
requency and time-domain measurements in EIS and CV, respec-
ively [10,23,32,33]. At −0.7 and 0.6 V, the Cdl values for CNT show
ignificant departure from those of the corresponding Cav

dl . This
s expected, since these latter voltages correspond to the outer
ounds of the electrochemical sub-window, where the CV charac-
eristics of the CNT electrode tend to deviate from the description
f Eq. (2) [8].

For GC in Fig. 9B, Cdl and Cav
dl display mutually comparable orders

f magnitudes, but their values are noticeably different. The factors
esponsible for these differences are the same as those discussed
n the context of Fig. 8 to explain the CV- and EIS-measured val-
es. In Fig. 9, Cdl and Cav

dl for CNT are in closer mutual agreement in
omparison with those for GC. This observation suggests that the
ssumptions leading to Eq. (14) for EIS-based measurement of Cav

dl
ay be applicable in varied degrees to different experimental sys-

ems. Brug et al. also have explicitly noted the simplistic nature of
he un-branched ladder-EEC model used to derive Eq. (11) [14]. At
he same time, as discussed in our earlier work, the analysis of Cdl

sing the CV formalism of Eq. (2) also is based on certain assump-
ions that might depend on various system-specific experimental
etails. Thus, depending on the IL–electrode interfaces used, and
he procedures adapted for data analysis, CV- and EIS-measured
ouble layer capacitances for such systems may show detectably
Fig. 10. Voltage-dependent values of the term −(ωZ ′′) , defined in Eq. (16), for
(A) CNT and (B) GC electrodes in EMIM-EtSO4, obtained through single-frequency
impedance measurements at selected frequencies (f = [ω/2�]) of the A.C. pertur-
bation voltage.

different results [10,13,23,32,33]. As demonstrated in the present
work, faradaic reactions and electrode-surface in-homogeneities
are likely to play critical roles in causing these differences.

It is also demonstrated here that combining CV with EIS could
be useful to probe double layer capacitances of IL–carbon systems
displaying CPE behaviors. Results of CV and EIS found in mutual
agreement should be most reliable in this regard (Fig. 9A). If the
results found from the two techniques are not fully coincident, in
many cases (e.g. in Fig. 9B), the CV results can be used as a pri-
mary reference, since data-processing in this approach does not
strictly require an additional model to describe the (often system-
specific) site-distributed impedance elements. In addition, all the
D.C. data necessary to calculate the double layer capacitance, as well
as those necessary to analyze the faradaic response of the system
(Figs. 4 and 5 and plots (a) in Figs. 8 and 9) come from just differ-
ently processed forms of results obtained from a given set of CV
experiments (Fig. 3A). This approach also helps to minimize exper-
imental uncertainties, especially those associated with long term
potential stabilities.

4.6. Considerations for differential capacitances measurements
using the single-frequency impedance method

The working principle of these approaches based on Eq. (17),
and the general experimental constraints of such measurements
have been discussed elsewhere in detail [28]. A series of exper-
iments were carried out in the present work to examine if
this technique would be suitable for studying the electrochem-
ical systems considered here. The A.C. perturbation frequencies

most commonly reported for these studies vary between 200
and 1000 Hz [34–36]. Therefore, our measurements also were
performed exploring this specific frequency range and the cor-
responding results for the (A) CNT and (B) GC electrodes are
shown in Fig. 10. The plots show voltage-dependent values of the
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ight hand side of Eq. (17) (which also is the left hand side of
q. (16)), evaluated using experimentally measured Z′′ at selected
requencies.

The parameter −(1/ωZ ′′) plotted in Fig. 10 is strongly frequency
ependent and disagree with both sets of the Cdl and Cav

dl data shown
n Fig. 9. This is expected, because Eq. (17) is only valid for n → 1
nd R → ∞, whereas Figs. 7 and 8 show that neither of these cri-
eria is met here. Thus, the quantity plotted in Fig. 10 represents
he full expression shown on the right hand side of Eq. (16), which
epends both on voltage variations (in a complex manner [13–15],
hrough those of R and Y0) and on the value of ω. These plots do
ot represent the double layer capacitances of the electrochemical

nterfaces studied here. We also note in this context that for pre-
ominantly capacitive interfaces involving aqueous electrolytes, a
apacitance minimum on the voltage axis usually represents the
otential of zero charge (PZC) [9,62]. Some features resembling
uch minimum points are seen in Fig. 10B, but due to the rea-
ons discussed above these features cannot be associated with the
ZC. Recently, Gnahm et al. also have reported similar observa-
ions regarding the implications of capacitance minima for IL based
ystems [68].

. Conclusions

The analytical capabilities of the CV and EIS techniques have
een combined in this work to measure double layer capacitances
f CNT and GC electrodes in a solvent-free IL of EMIM-EtSO4.
he results suggest that in the analysis of experimental data for
uch systems, it is necessary to adequately account for (i) residual
aradaic reactions, and (ii) spatial in-homogeneity of the elec-
rode interfaces. Both the carbon electrodes studied here exhibited
aradaic side reactions within their electrochemical sub-windows.
he faradaic currents extracted from voltage scan rate dependent
yclic voltammograms displayed Tafel-like features, and provided
D.C. measure of the polarization resistance. EIS confirmed the

resence of these faradaic processes and also demonstrated how
nhomogeneous surface morphologies of the electrodes could affect
apacitance measurements in the A.C. approach. The overall fea-
ures and magnitudes of polarization resistances measured with
IS were comparable to those determined using CV.

The double layer capacitance of the porous CNT electrode has
een found to be about three orders of magnitude larger than
hat of the flat GC sample. Certain system-specific differences have
een detected between the capacitance values measured using CV
nd EIS. The underlying factors contributing to these differences
ppeared to be associated in part with the assumptions of the
odel used to extract double layer capacitance values from the

PE parameters. The utility of the fixed-frequency impedance tech-
ique also was tested using the same IL–electrode systems. These

atter measurements resulted in considerably frequency-dispersed
alues of the capacitance-like term −(ωZ ′′)−1 that were in signif-
cant disagreement with the frequency-independent capacitances
ound from CV and EIS. The results reported here underscore the
mportance of adapting a generalized framework for data analysis
hat extends beyond the considerations of ideally polarized homo-
eneous electrodes. The analytical approach adapted here using
V and EIS demonstrates certain essential elements of such a gen-
ralized framework by including the effects of solution resistance,
aradaic side reactions, and electrode-surface in-homogeneity. This
trategy for combining CV and EIS can easily be extended to carry
ut detailed studies of other IL–electrode systems.
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